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Choice behavior in dynamic Random-Interval Random-Ratio schedules of
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Introduction Results Discussion
From the perspective of animal learnine. the study of RR 30 - RI 7.5 RR 30 - RI 15 RR 30 - RI 30 RR 30 - RI 60 RR 30 - RI 120 1) Visits
: y

adaptation to volatile environments has been carried out

using programs where the probability of being reinforced

depends on the time elapsed since the last time a reinforcer depends on the reinforcement rule, with larger times spend
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this structure but different values (concurrent schedules), reinforcement schedules and is consistent with an

the allocation of behavior to each alternative has little optimization rule.

Histograms in the first figure shows that the amount of
time in seconds that a pigeon spends in each option

impact on the total amount of reinforcers that can be ob- 2) Matching
tained. Additionally, the ratio of responses tends to match The panels in the right of the second figure show how
1.:he ratio of obtained remforcers, a result kgown as Match- Figure: Visit length in seconds at each response option when the visit was not interrupted by a reinforcer. Curves show the pigeons allocated their behavior as a function ot the log
ing. A second class of reinforcement functions are known estimated density when the distributions are different. ratio of reinforcers. There was a substantial bias in favor
as Random Ratio (RR), in this case, each response at the . . of the RR option, nevertheless there was more responding
alternative has a constant probability of being reinforced, Results Bayesian Modeling to the RI option that was needed to collect all the
which is similar to a bandit problem. If there are two al- available reinforcers, generating a substantial
ternatives one of which depends on time elapsed and the 1 ’ ( \ 1 g~ Gaussion(0,0.01 undermatching. Additionally, the panels on the right show
other on behavior, then the amount of reinforcerment that 2 ‘\ /‘ that the bias towards the RR decreased as more
an organism can obtain depends on how behavior to each £ s N ~ P~ Gaussian(0, 0.01) reinforcers were obtained, indicating an increasing control
alternative is allocated. For this experiment, the objective . - @ @ Zpr by the expected time to reinforcement on the RI option.
was to study how organisms adapted their behavior when R I | | i) | o, ~ Uniform(0,10) The impact of reinfocement ratios increased after the first
the values of two different reinforcement rules (RR-RI) S ) i) reinforcer and remained relatively constant afterwards,
change frequently and abruptly within a session. . ( mbr || o = tog2 (52) indication that the adaptation to a new set of probabilities
& 2027 Q\ ’ required only one or two reinforcers.
Meothad £ 7 ||| o =t (52) 3) Dynamic model

eLio 2 n @ @ @ The last figure shows the behavior of all the pigeons in the

P . * . ‘ )| | Y~ Gussn( G 1) last experimental session. As can be seen from the second
igeons could choose continuously between two response ——————1 C ¢ seinforcers)
100,(Rer/Ri) Reinforcer . b pigeons/ panel of the figure, responses to the RI schedule are hard

options. In the first one, a response was always associ-
ated with a probability of obtaining a reinforcer (RR).
In the second one, there was a constant probability of a

to predict for a model that uses probability of
reinforcement as a value function. This can be expected

Figure: Generalized Matching: logarithm of responses (top) and time
(bottom) as a function of the logarithm of reinforcers before the first
(gray) and tenth reinforcer. In the second column we present the mean

Figure: Generalized Matching: Bayesian graphical
model for the collapsed data (top) and individual

. . . e . iven that the pigeons respond more otten to the RI
reinforcer bemg available each second (RI) Within a sin- and 95% High Posterior Density Interval for the intercept (top, Bias) and data (bOttom)' glt five f bls hat pb fod §
ole session, every ten reinforcers, one of this probabilities slope (bottom, Sensitivity), of a linear regression before each reinforcer a e.rna IV? rom wia .Can € expected 1roin all
Changed while the other was held constant. Ten differ- with the estimates for responses in blue and time in green, gray marks optimization perspective.

: el represent mean of individual pigeons.
ent pairs of probabilities were presented. For five of these i

. . References
pairs, the RR schedule was held fixed at 30 responses while R AR I : A
. , . L0 L) S0 ) A A @ 7 ~ Gaussian(0,0.01)T(0, 1)
varying the values of the RI schedule; the possible values T T 2| | N bt Hermstein, R J., & Heyman, G. M. (1979). Is Matching Compatible with Reinforcement
o this program vere 7.5, 15, 50 60 and 1205 ftr ten ¢ SSS—_—————— 1 0 i— | o i S s o ! o e e
. _ . o o : .
reinforcers were received from either program, a new value IR ;RN I R - Ry = 5, 10% 0/ (1, RF) Analysis of Behavior, 31(2), 209-223.
' o o NIRRT RV oty Villarreal, M., Velazquez, C., Baroja, J. L., Segura, A., Bouzas, A., & Lee, M. D. (2019).
was drawn at random and without replacement. For the = W 0 WO L | IR W O Vi - it [ paeal, W, Velizdues, €, Baroln, J. L v, A o A, & e A B (200)
5 o . < < rrt 2t 1(TRpR yeslall etnoads Applie O € crnerallze atCning Law. ournal o € LXperimnenta
remaining five pairs, the value of the RI schedule was held | 000 0 & 1101000 O - - Analysis of Behavior, 111(2), 252-273
. : 3 0 3| A TRI TRR Vi = % y ’ ’ |
fixed at 6087 while the pOSSlblG values of the RR schedule o T LD Bell, M. C., & Baum, W. M. (2017). Concurrent Variable-Interval Variable-Ratio Schedules
. 0 0 bt b o T o '
wore 15, 30,15, 60 and 120 responses; which vere oo 3 MESGEE_G_G_—G=—_=—. 3 S— ey DG 1 000, G Sl Wbl S
sampled randomly and without replacement each experi- T~ Y . respens) |y, Bemoul(f) 0T
pP1geco
mental session. The analysis presented here use the data Responses Responses . e ¢ et Dol Contact Information
of the last 60 sessions out of 110. Figure: Response by response data in the last session. green BHTE. LyNalllit ote? Tet 10 PLEtEL bEnavor i |
bars represent responses to RI, blue lines represent responses the last session were value for both programs is Laboratorio 25: bouzaslab25.com
’ defined as the probability of being reinforced. The Manuel Villarreal: jesus.mvu@gmail.com

to RR. Light blue lines in the second pannel represent

incorrect prediction by the value model probability of choosing the RR schedule is generated

using a logistic function.
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